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Motivation: introduce the unbiased counterparts of the Sorted L1 penalty (Slope, [1]) for sparse structured generalized linear models.
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Using a non-smooth penalty requires knowing its proximal operator. Computing the prox of a sorted penalty comes down to

an isotonic minimization problem.

Sorted Lq Experiments

Signal denoising: noisy observation of a clustered signal

Result 1:

!

even in 1D: 
1 or 2 local minima

Necessary and sufficient conditions to be local 
minimizers of the prox problem.

Result 2:

In  practice:

Necessary conditions to be global minimizers of 	
the prox problem.

Converges to a local minimizer which satisfies 
necessary conditions on global minimizers.

A Decomposed PAV algorithm: 

For
Apply PAV algorithm on problem of size
Complete      with 0 : 

:

Return 
where     is the prox objective 

Sorted weakly-convex penalties

Result:

The PAV algorithm solves the isotonic minimization 

problem: it computes a partition of the vector and 

performs a scalar proximal operation block-wise.

unconstrained 
solution

PAV algorithm
solution

pooling operation

Pool Adjacent Violators algorithm [3]

Sorted Nonconvex Penalties [2]
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Sorting promotes pairwise 
equality of coefficients

Composite penalized problems

datafit penalty

Q: which penalty should be used to	

automatically group features ?

Proximal algorithms 


